
Uncovering Neural Scaling Law in Molecular Representation Learning

Dingshuo Chen * 1 Yanqiao Zhu * 2 Jieyu Zhang * 3 Yuanqi Du 4

Zhixun Li 5 Qiang Liu 1 Shu Wu 1 Liang Wang 1

Abstract
Molecular Representation Learning (MRL) has
demonstrated great potential in a variety of tasks
such as virtual screening for drug and materi-
als discovery. Despite the widespread interests
in advancing model-centric techniques, how the
quantity and quality of molecular data affect the
learned representations remains an open question
in this field. In this paper, we investigate the
neural scaling behaviors of MRL from a data-
centric perspective across four dimensions, includ-
ing (1) data modality, (2) data distribution, (3) pre-
training involvement, and (4) model capacity. Our
empirical studies confirm that the performance
of MRL exhibits a power-law relationship with
data quantity across the aforementioned four di-
mensions. Moreover, our fine-grained analysis
uncovers potential angles that can be explored to
improve the learning efficiency. To seek the pos-
sibility to beat the scaling law, we adapt seven
popular data pruning strategies to molecular data
and benchmark their performance. Drawing from
our experimental findings, we underscore the im-
portance of data-centric MRL and discuss their
potential for future research.

1. Introduction
The research enthusiasm for Molecular Representation
Learning (MRL) is steadily increasing, attributed to its
potential in expediting the drug and materials discovery
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process compared with conventional in vitro and in vivo ex-
periments(Liu et al., 2017; Shen & Nicolaou, 2019; Wieder
et al., 2020). Given a specific featurization (modality) of
molecules, the goal of MRL is to learn a continuous vec-
tor representation encapsulating rich chemical semantics
and possessing high expressiveness to solve downstream
tasks(Xu et al., 2018; Gilmer et al., 2017; Rogers & Hahn,
2010; Corso et al., 2020; Li et al., 2020; Beaini et al., 2021;
Bodnar et al., 2021; Ying et al., 2021; Yang et al., 2021;
Bouritsas et al., 2022; Yu & Gao, 2022).

A trend in the field has been developing neural architectures
and training strategies to improve the expressiveness of the
learned representations. However, the influence of vary-
ing data scales on the performance of MRL under different
circumstances is yet to be fully understood. To this end,
we draw attention to the following questions: What is the
neural scaling behavior of molecular representation learn-
ing? Does it agree with previously discovered scaling laws
(such as power-law) in other domains? To the best of our
knowledge, our study is the first to approach MRL from a
data-centric perspective, making preliminary strikes in this
particular aspect. Through this work, we aim to provide
valuable insights that will be instrumental in shaping future
explorations in the field.

Beyond common research objects in neural scaling law re-
search such as the impact of pre-training and model parame-
ter size, MRL encounters unique data-oriented challenges in-
cluding modality selection(Morgan, 1965; Weininger, 1988)
and out-of-distribution shift(Hu et al., 2019). In order to
conduct a comprehensive study, we investigate the impact
of various dimensions on MRL from a data-centric perspec-
tive. In particular, we leverage the neural scaling law as a
cornerstone, from which we have identified several impor-
tant scientific questions and systematically explored them
as follow:

What kind of scaling law is demonstrated between per-
formance and data quantity? We conduct extensive ex-
periments on four large-scale molecular property prediction
datasets. These datasets contain classification and regression
tasks, both in single-task and multi-task settings, focusing on
properties ranging from quantum mechanical properties to
macroscopic influences on human body. The experimental
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results indicate that the model performance generally fol-
lows a power-law relationship with data quantity. Compared
with the neural scaling law in Natural Language Process-
ing (NLP) and Computer Vision (CV) domain, there is no
apparent training bottleneck in the low-data and high-data
regimes.

How do different molecular modalities influence the scal-
ing law? The selection of appropriate modalities in MRL
has always been an open question. In our investigation,
we specifically choose three commonly used modalities
(graphs, SMILES strings(Weininger, 1988), and Morgan
Fingerprints(Morgan, 1965)). Our experiments, conducted
on three classification tasks, aim to discern the effect of
these modalities on the performance of MRL. We find that
different modalities exhibit distinct learning behaviors in
MRL. The graph modality is identified as the most efficient
choice for MRL, exhibiting the largest power-law exponent,
while fingerprint delivers competitive results. In comparison,
the SMILES modality demonstrates a low cost-efficiency
with the same data increment.

Is positive transfer consistently observed in scaling law
with a pre-trained model? Prior studies generally sug-
gest that molecular pre-training can consistently provide
positive performance transfer to downstream tasks. We
cast doubt upon this conclusion and investigate the impact
of graph-based pre-training on the learning behaviors in
downstream tasks. Experimental results demonstrate that in
the low-data regime, pre-training indeed leads to beneficial
improvements. However, the power-law exponent of pre-
training is smaller than that of training from scratch. We
suppose that pre-training only provides stable gains when
the downstream dataset is small. As the dataset scales up,
this positive gains seem to diminish and potentially even
leading to negative transfer in the high-data regime.

What influence does data distribution exert on the scal-
ing law? MoleculeNet (Wu et al., 2018) offers scaffold
split settings that cater to the practical needs of drug de-
velopment. Compared to the uniform distribution of ran-
dom split, scaffold split challenges the model capability for
complete out-of-distribution extrapolation. Building upon
this, we propose an imbalanced split, which better aligns
with real-world requirements compared to existing split set-
tings. Experimental results reveal that random split exhibits
the highest power-law exponent, while both imbalanced
split and scaffold split demonstrate significantly lower learn-
ing efficiency compared to the uniform distribution. These
findings underscores that the variations in data distribution
can significantly influence the learning behaviors and that
imbalanced and scaffold distributions present heightened
challenges for MRL.

How does the model capacity affect the scaling law? The
size of model parameters stands as another crucial factor

impacting the performance of MRL models. Within this
context, we concentrate on the widely adopted Graph Iso-
morphism Network (GIN)(Xu et al., 2018), examining the
impact of varying parameter sizes on scaling laws. In gen-
eral, the power law relationship between model performance
and data scale appears consistent, irrespective of the size
of model parameters. However, the model capacity does
affect training efficiency. Interestingly, there is no apparent
relationship between training efficiency and dataset scale
across different tasks. For instance, the GIN model reaches
its performance peak with a small model capacity on the
MUV dataset of a moderate data scale.

Can a curated subset from full dataset yield comparable
or even superior results? In the field of CV, the utility of
data pruning has been explored due to the computational
burden imposed by increasingly large models and massive
amounts of data. In the MRL domain, however, the ex-
istence of data redundancy and the potential of pruning
strategies to alleviate computational burden remain largely
unexplored. To address this gap, we benchmark seven data
pruning strategies originally proposed for image data on
three classification tasks and adapt them to the MRL do-
main. The results show that existing data pruning methods
do not significantly outperform random selection, which
highlights the need for the development of data pruning
strategies specifically tailored to molecular data.

2. Experiment Setup
2.1. Overall workflow

We follow a consistent research procedure for the six sci-
entific questions under investigation. All experiments are
conducted based on the neural scaling law between model
performance and data quantity, with the aim of exploring the
influence of different factors on the scaling law. Specifically,
we divide the complete dataset into nine proportional sub-
sets: [1%, 5%, 10%, 20%, 30%, 40%, 60%, 80%, 100%],
and for each ratio, we randomly select five seeds and re-
port the mean result to evaluate the performance. Subse-
quently, we employ the least squares method to estimate the
parameters and fit the performance variation curve, which
is visually presented through plotted graphs.

2.2. Datasets and tasks

To reveal the general trends in the neural scaling law of
MRL, we opt for datasets from MoleculeNet (Wu et al.,
2018) considering three main perspectives: task type (classi-
fication and regression), task setting (single-task and multi-
task settings) and property category (biophysics and quan-
tum mechanics). Given the potential issues of over-fitting
and spurious correlations that may arise when using limited
samples, we focus on relatively large-scale datasets (with a
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minimum of 40K molecules) for empirical analysis. Please
relegate more details about datasets and tasks to Appendix B

2.3. Modalities

Molecular modalities translate chemical information of
molecules into representations that can be understood by ma-
chine learning algorithms. Concretely, we consider the fol-
lowing four molecular modalities which are widely adopted
in the field: (1) 2D topology graph models atoms and bonds
as nodes and edges respectively; (2) 3D geometry incorpo-
rate Cartesian coordinates of atoms in their representation to
depict how atoms are positioned relative to each other in the
3D space; (3) Morgan fingerprint(Morgan, 1965) encode
molecule into fixed-length bit vector which enables mapping
of certain structures of the molecule within certain radius
of organic molecule bonds; (4) SMILES string(Weininger,
1988) is a concise technique that represents chemical struc-
tures in a linear notation using ASCII characters, with ex-
plicitly depicting information about atoms, bonds, rings,
connectivity, aromaticity, and stereochemistry.

2.4. Model and training details

In the following, we will elaborate on the model and training
details used in our experiments. Since our empirical analysis
cover multiple dimensions, we will only present the gen-
eral experimental details here. Specific experimental details
for each dimension will be discussed in the correspond-
ing subsections of Section 3. Unless otherwise specified,
the experimental settings will remain consistent with the
description in this section.

Models. Since our experiments involve four different data
modalities, each modality is modeled using its correspond-
ing encoders.

• For the graph modality, we utilize the Graph Isomor-
phism Network (GIN)(Xu et al., 2018) as the encoder.
To ensure the generalizability of our research findings,
we adopt the commonly recognized experimental set-
tings proposed by Hu et .al(Hu et al., 2019), with 5
layers, 300 hidden units in each of layer and 50% drop-
out ratio.

• For the 3D geometry modality, we employ the classical
SchNet model(Schütt et al., 2017) as the encoder. In
this case, we set the hidden dimension and the number
of filters in continuous-filter convolution to 128. The
interatomic distances are measured with 50 radial ba-
sis functions, and we stack 6 interaction layers in the
SchNet architecture.

• For the fingerprint modality, we use RDKit(Landrum
et al., 2022) to generate 1024-bit molecular fingerprints

with radius R = 2, which is roughly equivalent to the
ECFP4 scheme(Rogers & Hahn, 2010). We adopt
a one-layer Transformer model(Vaswani et al., 2017)
with 8 attention heads for modeling. The bit embedding
dimension is set to 64, and the hidden dimension is set
to 300.

• For the SMILES modality, we employ the same model
architecture as the fingerprint modality to ensure a
fair comparison. The difference lies in the dictionary
dimension, which will be discussed in Section 3.2.

Training details. We follow the experimental settings pro-
posed by Hu et al.(Hu et al., 2019) and used random split
for dataset partitioning. For classification tasks, we adopted
an 80%/10%/10% split ratio for training/validation/test set,
while for regression tasks, we used a split of 110K/10K/10K.
All model parameters are initialized using Glorot initializa-
tion(Glorot & Bengio, 2010) and trained using the Adam
optimizer(Kingma & Ba, 2014). The batch size for all train-
ing processes is set to 256. For classification tasks, we set
the learning rate to 0.001 and do not utilize a scheduler.
For regression tasks, we follow the original experimental
settings of SchNet, setting the learning rate to 5× 10−4 and
employing a cosine annealing scheduler.

Evaluation protocols. For HIV and MUV tasks, we re-
port the performance in terms of the Area Under the ROC-
Curve (ROC-AUC), while reporting the Average Precision
for PCBA performance, where higher values indicate better
performance. For quantum property prediction tasks, we
measure the performance in Mean Absolute Error (MAE),
where lower values are better.

3. Empirical Results and Observations
In this section, we systematically organize the experimental
results pertaining to the aforementioned scientific questions.
Firstly, we present the neural scaling law between model
performance and data quantity across all datasets. Then
we demonstrate the differences in the impacts of different
settings across four dimensions: data modality, data distri-
bution, pretraining intervention, and model parameter size.
In the last subsection, we delve into the applicability of ex-
isting data pruning strategies, originally designed for image
data, within the molecular domain.

3.1. General neural scaling law

The early studies of both classical learning theory and neural
scaling laws on other domains(Amari et al., 1992; Hestness
et al., 2017) tell us that the test performance L(n) increases
polynomially with the training data size n shown as follow:

L(n) = δ · nα (1)
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Figure 1. The neural scaling law of molecular representation learning. Up row: The effect of scaling up sample size (linear scale) on
different tasks. Bottom row: The effect of scaling up sample size (log scale) on different tasks.

where δ represents a constant and α represents the exponent
of the power law. We investigate whether MRL adheres to
this power law relationship. In the selected MRL tasks, both
classification and regression tasks are included, covering
single- and multi-task scenarios. Starting with the most com-
mon setting of graph modality with random split, Figure 1
illustrates the variation in model performance with respect
to the size of the data quantity across all datasets. The first
row displays the curve changes in linear coordinates, while
the second row depicts the curve changes with log scaling.
A linear trend in the variation of second-row performance
implies compliance with the power law.

Observation (1): It is observed that the model performance
on all datasets adheres to the power law relationship as the
data quantity varies. Unlike previous findings in the NLP
and CV domains(Hestness et al., 2017), there is no obvious
performance plateau observed in both small- and high-data
regimes, which suggests that the performance of supervised
MRL is highly predictable and consistently improves with
increasing data quantity. This consistent relationship is also
observed with other modalities as shown in Figure 2.

3.2. The effect of modality on the scaling law

The selection of modalities in MRL has been a subject of
ongoing debate. The mainstream modalities in MRL cur-
rently include graph, SMILES, and molecular fingerprint.
However, due to the lack of fair comparisons among these
modalities under the same setting, we compare the learning
behaviors of different molecular modalities from the per-
spective of scaling law while controlling other influencing
factors as much as possible.

However, due to the variations in widely adopted encoders
used for different modalities in the field, there exists a trade-
off between expressiveness and uniformity in encoder se-
lection. In other words, using widely-adopted models can
reflect the expressive limits of modalities but may introduce
unfair comparisons. On the other hand, using the same

model may result in under-utilization of modality-specific
information. Therefore, we carefully select top-performing
models for each modality and ensure a fair model capac-
ity as much as possible: We adopt 5-layer GIN for graph
modality and 1-layer transformer for SMILES and finger-
print but with different vocabulary sizes: 2 for fingerprints
(binary vector) and 7924 for SMILES (following Chem-
BERTa(Chithrananda et al., 2020)). Regarding other model
details, we adopt the settings as described in Section 2.4 for
the corresponding modality. Note that using different num-
bers of Transformer layers does not affect our conclusion
below. Please refer to the Appendix C.2 for the scaling law
of Transformer with different numbers of layers.

The results presented in Figure 2 mainly reveal two findings.
(1) The graph modality exhibits the superior or near-optimal
exponential improvements across all classification tasks,
indicating its better learning efficiency and greater poten-
tial for gains with the same amount of data increment. (2)
The performance of the SMILES modality is consistently
worse than the other two modalities, even exhibiting counter-
intuitive performance degradation on the MUV dataset. We
further change the number of model layers and confirm that
the performance degradation is a common phenomenon,
rather than being attributed to limited model capacity. Fig-
ure 6 in Appendix C shows the visualization of the neural
scaling law of single-property performance in the MUV
task. It demonstrates that performance degradation is ev-
ident in most properties, while a few still exhibit stable
improvement.

Observation (2): In general, different modalities exhibit dis-
tinct learning behaviors in MRL. The graph modality stands
out as the most efficient candidate for MRL, while finger-
print also deliver competitive results. The use of SMILES
offers the least cost-effectiveness in terms of performance
gains. However, it is worth noting that some researches
have shown that the language models pre-trained on the
large-scale dataset with SMILES modality exhibit remark-
able performance in the downstream tasks(Ross et al., 2022).
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Figure 2. The effect of different molecular modalities. The scatter plot and line chart represent test performance and corresponding fitted
curve, respectively.

We will leave this performance gap between pre-trained and
train-from-scratch models for future research.

3.3. The effect of pre-training on the scaling law

Molecular pre-training is another important research topic
in MRL. Previous studies have generally suggested that pre-
training on molecular graph modalities can lead to stable and
effective improvements in downstream tasks. However, we
raise questions regarding this acknowledged conclusion and
investigate how pre-training affects the learning behaviors
of MRL, which further facilitates future exploration towards
consistent and positive transfer training.

We employ the the pretraining strategy in GraphMAE(Hou
et al., 2022), which involved masking the atom type of par-
tial atoms in the molecules, re-masking the encoded atom
representations from the backbone model, and eventually
using a decoder model to reconstruct the original atom fea-
tures. The results in Figure 3 illustrate the gains achieved
by pre-training on downstream tasks in MRL. In compari-
son to the model trained from scratch, the pre-trained one
still exhibit a power law with data increasing but with a
higher intercept and a smaller exponent. Additionally, on
the PCBA dataset, a curve intersection occurs at a data scale
of 40K, and the pre-trained model’s performance noticeably
deteriorates compared to the non-pretrained model.

Observation (3): From empirical results, we draw the fol-
lowing conclusion: Pre-training only provides stable gains
when the downstream dataset is small, and this positive

gains diminish as the dataset scale increases. To be spe-
cific, the positive transfer is only observed in the low-data
regime, while the negative transfer occurs when the down-
stream data quantity reaches a certain scale. Furthermore,
this impact does not diminish with increasing data quantity.
For instance, in PCBA, the performance difference between
the two models continues to increase after the intersection
point. This suggests the existence of parameter ossification
(Hernandez et al., 2021) in the pre-trained model, which
suggest that pre-training can ossify the model weights so
that they do not adapt as well to the fine-tuning distribution
in the high-data regime. Given this phenomenon, it requires
careful consideration when utilizing pre-training for MRL.

3.4. The effect of distribution on the scaling law

There are two widely adopted data splitting approaches in
prior studies on MRL: random split and scaffold split(Wu
et al., 2018), representing uniform and out-of-distribution
settings, respectively. However, in practical drug develop-
ment scenarios, it is more common for the test set to contain
molecular structures that are scarce in the training set rather
than completely absent. To this end, we propose a modified
data splitting method that extracts a portion of samples (5%
in our experiment) from the test and validation sets and in-
cludes them in the training set, creating a more imbalanced
data distribution. This approach serves as a trade-off be-
tween random split and scaffold split, better aligning with
practical requirements.
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Figure 3. The effect of pre-training on power law.

Observation (4): The results in Figure 4 demonstrate that
the model performance also follows a power law with data
quantity across different distribution settings. Specifically,
the highest exponent is observed in the random split, while
the scaffold and imbalanced split exhibit similar learning
behaviors. Specifically, imbalanced splitting of the MUV
dataset exhibits outliers that deviate from the power law
at data proportions of 80% and 100%, but not in cases of
random or scaffold splitting.

3.5. The effect of model capacity on the scaling law

The capacity is another key factor influencing MRL, primar-
ily determined by the number of layers (depth D) and hidden
units (width W ) in the model. In our experimental inves-
tigation, we ignore the parameters of the embedding layer
and output layer and define the model capacity as D ×W .
We incrementally select four experimental configurations:
[64× 2, 100× 3, 300× 5, 600× 10]. The performance of
the four model capacities across different datasets as data
varies is shown in Figure 5.

The experimental results demonstrate that the optimal model
capacity varies for different tasks, but distinct model capac-
ity does not break the scaling relationship of power law . For
HIV and PCBA datasets, the model with a capacity of 1.5K
achieved the best performance. On the contrary, the smallest
model with a capacity of 128 achieved optimal performance
on MUV dataset. Interestingly, on the PCBA dataset with an
overall data scale of 400K, there are significant differences
in power law exponents among different model capacities.

The smaller capacity models exhibite a noticeable perfor-
mance bottleneck as the data scale increase, whereas this
phenomenon is not evident in HIV and MUV datasets.

Observation (5): In general, the power law relationship be-
tween model performance and data scale remains unchanged
regardless of the chosen model parameters. However, the
model capacity could impact training efficiency by increas-
ing or decreasing the power-law exponent. It is worth noting
that there is no discernible relationship between training ef-
ficiency and dataset size across different tasks. Thus, we
call for careful modal capacity selection according to the
characteristics of the task, as optimal performance for some
tasks may lie in smaller capacity models.

3.6. Data pruning strategies

The great advances in MRL have primarily been driven by
highly expressive models and ever-bigger dataset, which
imposes substantial computational and storage burdens. In
recent years, much attention has been devoted to the design
of models, while the exploration from the data perspective
have been relatively overlooked. Specifically, there has
been a limited focus on strategies to enhance training effi-
ciency and uncover the representation capacity of smaller-
scale datasets from a data-centric standpoint. Hence, we
shift our attention to data redundancy problem in MRL,
which is crucial for network training and parameter tuning
efficiency. Specifically, we benchmark seven data prun-
ing strategies originally designed for image data and adapt
them for the molecular domain: Herding(Chen et al., 2012),
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Figure 4. The effect of distribution shift on power law. Outliers that deviate significantly from the fitted curve are marked in red, and
arrows indicate the occurrence of inflection point.

Table 1. Performance of data pruning strategies on HIV dataset in
terms of ROC-AUC (%, ↑). We highlight the performing results
which is higher / lower than random pruning under significance
testing (the p-value is lower than 5%).

Uniform 1% 5% 10% 20% 30% 40% 60% 80%

Random 63.4±2.8 69.8±2.2 75.0±2.7 78.5±1.2 79.0±2.2 79.0±1.3 81.5±1.7 83.8±0.8

Herding 60.2±3.9 63.3±3.8 64.7±5.0 69.5±5.4 71.8±7.0 75.8±6.6 80.0±2.8 82.6±1.2

Entropy 67.9±2.2 71.1±3.7 74.2±1.6 76.2±1.2 77.0±2.0 79.2±1.8 81.4±1.9 83.2±1.4

Least Confidence 66.2±4.0 70.4±2.1 72.8±3.9 76.7±2.3 78.0±1.0 81.0±1.4 81.6±1.6 83.3±0.6

Forgetting 67.7±1.2 75.2±1.3 75.1±1.9 76.2±1.7 80.0±1.8 79.8±1.6 82.8±1.0 83.7±1.4

GraNd 66.2±4.0 69.3±2.6 73.6±2.0 78.1±1.1 78.1±1.6 78.6±1.0 82.3±0.8 83.2±1.4

Kmeans 63.8±4.8 64.4±3.4 65.7±1.8 68.1±1.6 71.5±1.4 72.5±3.5 79.2±0.5 82.3±2.2

Imbalanced 1% 5% 10% 20% 30% 40% 60% 80%

Random 66.6±1.7 68.6±3.1 69.9±3.7 70.9±1.4 70.7±4.1 72.1±3.0 74.1±1.1 74.4±1.1

Herding 57.1±3.0 63.0±3.8 64.9±3.6 65.8±5.9 67.3±6.0 72.6±1.8 73.3±2.2 73.7±0.6

Entropy 67.7±7.5 71.5±2.8 70.1±1.1 71.2±2.1 73.2±2.3 71.7±2.6 74.7±1.3 74.8±1.0

Least Confidence 66.8±5.2 71.4±1.0 71.3±2.6 71.8±2.7 69.5±2.8 73.7±3.4 73.4±2.6 73.8±1.8

Forgetting 66.1±3.1 69.7±5.8 70.2±3.6 71.9±1.9 71.6±1.8 71.4±2.0 73.9±1.4 74.2±2.3

GraNd 62.7±4.5 71.0±2.6 69.2±3.6 73.1±1.9 70.0±3.4 72.9±3.0 74.4±1.8 75.9±1.2

Kmeans 67.9±1.8 65.4±3.2 65.0±1.9 67.1±4.3 69.1±4.0 68.5±4.3 72.8±1.2 74.4±1.7

Entropy(Lewis & Gale, 1994), Least Confidence(Lewis &
Gale, 1994), Forgetting(Toneva et al., 2018), GraNd(Paul
et al., 2021), K-means(Sorscher et al., 2022) and we ad-
ditionally include random pruning as a baseline method.
Please refer to Appendix C.3 for detailed description of
adopted data pruning strategies.

Regarding the experimental setup, we employ the graph
modality as the subject of our study and conduct data prun-
ing evaluation on three classification datasets. We incre-
mentally select subsets of the complete dataset using var-
ious data pruning strategies at eight different proportions:
[1%, 5%, 10%, 20%, 30%, 40%, 60%, 80%]. Additionally,

we perform comparative experiments on two distribution
settings to observe if there are significant differences in the
performance of data pruning strategies for different distribu-
tions. The randomly selected results serve as the baseline for
comparison. Table 4 demonstrates the experimental results
on the HIV dataset, where different colors denote results
with a p-value less than 5% in the significance testing (t-test)
compared with random pruning. Other results of the MUV
and PCBA datasets are shown in Appendix C.3.

Observation (6): From the empirical performance, none
of the baselines show a significant advantage over random
pruning in most data proportions, regardless of whether the
data distribution is uniform or imbalanced. However, in the
case of the MUV dataset with an imbalanced data distribu-
tion, multiple data pruning methods such as random, GraNd,
and Least Confidence exhibit a performance decline, while
other methods do not. In the context of PCBA, the perfor-
mance differences among various strategies are relatively
small. This indicates that larger data scales can actually
narrow the difference of existing data pruning approaches.
Thus, we highlight the need for the development of data
pruning strategies specifically tailored to molecular data to
better enhance MRL.

4. Limitations and Future Work
Limitations. We conduct our experiments using widely
adopted model architectures in the field, such as GIN for
the graph modality, SchNet for the 3D geometry modality,
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Figure 5. The effect of the amount of model parameters.

and Transformer for SMILES and Fingerprint. However,
the rapid development of molecular representation learning
in recent years has led to the emergence of many models
with enhanced expressiveness. The neural scaling law on
these models is still to be explored. Moreover, our focus is
primarily on investigating the impact of various dimensions
on supervised molecular representation learning. Despite
we consider the effect of pre-training, which is another main-
stream research area in molecular representation learning,
we do not explore the neural scaling behavior between data
quantity in pre-training and the corresponding performance
on downstream task performance.

Future Work. (1) Data pruning strategy for molecular
data. As observed in our experiment in Section 3.6, com-
pared to the effectiveness of data pruning strategies in the
field of computer vision, these methods do not yield signif-
icant results in the molecular domain, and the reasons for
this remain to be investigated. Additionally, the design of
efficient pruning strategies specifically tailored to molecular
data is a promising direction which remain unexplored. (2)
Pre-training strategy with consistent and positive transfer.
How pre-training strategies can consistently and effectively
improve downstream tasks is also an open question. We pro-
vide a new perspective for molecular pre-training research
in MRL: to address the issues of parameter ossification and
alleviate the decline in learning efficiency of pre-trained
models.

5. Conclusion
We investigate the neural scaling behavior in molecular rep-
resentation learning to explore how quantity and quality
of molecular data affect the performance. Our research
confirms that the performance of molecular representation
learning follows a power-law relationship with data quan-
tity. Additionally, the experimental results across multiple
dimensions demonstrate that the modality, distribution, pre-
training intervention, and model parameter size all influence
the learning behaviors of molecular data. Specifically, the
graph modality and uniformly distributed random split ex-
hibits higher learning efficiency in the studied datasets, and
the positive transfer from pre-training diminishes as the data
quantity increases. Moreover, the optimal model parameter
size is highly correlated with task requirements. We fur-
ther adapt seven data pruning strategies to molecular data
and benchmark their performance. Surprisingly, none of
them with simple adaptations can beat the random pruning
baseline in MRL. Based on our experimental findings, we
raise several key considerations for molecular representa-
tion learning, particularly from a data-centric perspective,
providing valuable insights for future research endeavors.
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A. Implementation Details
A.1. Modality Encoders

In this section, we introduce the detailed implementation of used modality encoders. We denote the representation for node
(atom) vi as hi and the representation at the graph (molecule) level as z.

Embedding 2D graphs. Graph Isomorphism Network (GIN) (Xu et al., 2018) is a simple and effective model to learn
discriminative graph representations, which is proved to have the same representational power as the Weisfeiler-Lehman test
(Weisfeiler & Leman, 1968). Recall that each molecule is represented as G = (A,X,E), where A is the adjacency matrix,
X and E are features for atoms and bonds respectively. The layer-wise propagation rule of GIN can be written as:

h
(k+1)
i = f

(k+1)
atom

h
(k)
i +

∑
j∈N (i)

(
h
(k)
j + f

(k+1)
bond (Eij))

) , (2)

where the input features h(0)
i = xi, N (i) is the neighborhood set of atom vi, and fatom, fbond are two MultiLayer Perceptron

(MLP) layers for transforming atoms and bonds features, respectively. By stacking K layers, we can incorporate K-hop
neighborhood information into each center atom in the molecular graph. Then, we take the output of the last layer as the
atom representations and further use the mean pooling to get the graph-level molecular representation:

z2D =
1

N

∑
i∈V

h
(K)
i . (3)

Embedding 3D graphs. We use the SchNet (Schütt et al., 2017) as the encoder for the 3D geometry graphs. SchNet
models message passing in the 3D space as continuous-filter convolutions, which is composed of a series of hidden layers,
given as follows:

h
(k+1)
i = fMLP

 N∑
j=1

fFG(h
(t)
j , ri, rj)

+ h
(t)
i , (4)

where the input h(0)
i = ai is an embedding dependent on the type of atom vi, fFG(·) denotes the filter-generating network. To

ensure rotational invariance of a predicted property, the message passing function is restricted to depend only on rotationally
invariant inputs such as distances, which satisfying the energy properties of rotational equivariance by construction.
Moreover, SchNet adopts radial basis functions to avoid highly correlated filters. The filter-generating network is defined as
follow:

fFG(xj , ri, rj) = xj · ek(ri − rj) = xj · exp(−γ∥∥ri − rj∥2 − µ∥22). (5)

Similarly, for non-quantum properties prediction concerned in this work, we take the average of the node representations as
the 3D molecular embedding:

z3D =
1

N

∑
i∈V

h
(K)
i , (6)

where K is the number of hidden layers.

Embedding fingerprints & SMILES strings. Due to the discrete and extremely sparse nature of fingerprint vectors, we
first transform all F binary feature fields into a dense embedding matrix F fp ∈ RF fp×DF via embedding lookup, while
we transform SMILES tokens in the same way via another embedding lookup F sm ∈ RF sm×DF . Then, we introduce a
positional embedding matrix P ∈ RF×DF to capture the positional relationship among bits in the fingerprint vector, which
is defined as:

Pp,2i = sin(p/100002i/DF ), (7)

Pp,2i+1 = cos(p/100002i/DF ), (8)

where p denotes the corresponding bit position and i is corresponds to the i-th embedding dimension. The positional
embedding matrix will be added to the transformed embedding matrix:

F = F ′ + P . (9)
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Thereafter, we use a multihead Transformer (Vaswani et al., 2017) to model the interaction among those feature fields.
Specifically, we first transform each feature into a new embedding space as:

Q(h) = FW
(h)
Q , (10)

K(h) = FW
(h)
K , (11)

V (h) = FW
(h)
V , (12)

where the three linear transformation matrices W
(h)
Q ,W

(h)
K ,W

(h)
V ∈ RDF×D/H parameterize the query, key, and value

transformations for the h-th attention head, respectively. Following that, we compute the attention scores among all feature
pairs and then linearly combine the value matrix from all H attention heads:

W
(h)
A = softmax

(
Q(h)(K(h))⊤√

DH

)
, (13)

Ẑ =
[
W

(1)
A V (1) ; W

(2)
A V (2) ; . . . ; W

(H)
A V (H)

]
, (14)

Finally, we perform sum pooling on the resulting embedding matrix Ẑ ∈ RF×DF and use a linear model fLIN to obtain the
final fingerprint or SMILES string embedding z ∈ RD:

z = fLIN

(
DF∑
d=1

Ẑd

)
. (15)

A.2. Computing infrastructures

Software infrastructures. All of the experiments are implemented in Python 3.7, with the following supporting libraries:
PyTorch 1.10.2 (Paszke et al., 2019), PyG 2.0.3 (Fey & Lenssen, 2019), RDKit 2022.03.1 (Landrum et al., 2016) and
HuggingFace’s Transformers 4.17.0 (Wolf et al., 2019).

Hardware infrastructures. We conduct all experiments on a computer server with 8 NVIDIA GeForce RTX 3090 GPUs
(with 24GB memory each) and 256 AMD EPYC 7742 CPUs.

A.3. Code availability

The source code of our empirical implementation can be accessed at https://github.com/Data-reindeer/NS
L_MRL.

B. Datasets and Tasks
In the following, we will elaborate on the adopted datasets and the statistics are summarized in Table 2.

Table 2. Statistics of datasets used in experiments.

Dataset Data Type #Molecules Avg. #atoms Avg. #bonds #Tasks Avg. degree

Classification
MUV SMILES 93,087 24.23 26.28 17 2.17
HIV SMILES 41,127 25.51 27.47 1 2.15

PCBA SMILES 437,929 25.96 28.09 92 2.16

Regression
QM9-ϵgap SMILES, 3D 130,831 18.03 18.65 1 2.07
QM9-U0 SMILES, 3D 130,831 18.03 18.65 1 2.07

QM9-ZPVE SMILES, 3D 130,831 18.03 18.65 1 2.07

Datasets. We consider four datasets ranging from molecular-level properties to macroscopic influences on human body for
experimental investigation: HIV (AID), MUV (Rohrer & Baumann, 2009), PCBA (Wang et al., 2012) and QM9 (Ruddigkeit
et al., 2012).
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• HIV dataset (AIDS Antiviral Screen) was developed by the Drug Therapeutics Program (DTP) (AID), which is
designed to evaluate the ability of molecular compounds to inhibit HIV replication.

• Maximum Unbiased Validation (MUV) group was selected from PubChem BioAssay via a refined nearest neighbor
analysis approach, which is specifically designed for validation of virtual screening techniques (Rohrer & Baumann,
2009).

• PubChem BioAssay (PCBA) is a database consisting of biological activities of small molecules generated by high-
throughput screening (Wang et al., 2012).

• QM9 dataset is a comprehensive dataset that provides geometric, energetic, electronic and thermodynamic properties
for a subset of GDB-17 database, comprising 134 thousand stable organic molecules with up to nine heavy atoms
(Ruddigkeit et al., 2012). In our experiments, we delete 3,054 uncharacterized molecules which failed the geometry
consistency check (Ramakrishnan et al., 2014). We include the ϵgap, U0, and ZPVE in our experiment, which cover
properties related to electronic structure, stability, and thermodynamics. These properties collectively capture important
aspects of molecular behavior and can effectively represent various energetic and structural characteristics within the
QM9 dataset.

C. Additional Experimental Results
C.1. Single-property performance of MUV dataset with SMILES modality
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Figure 6. The neural scaling law of single-property performance (ROC-AUC) of MUV dataset with SMILES modality.

In order to gain a more detailed understanding of the performance degradation phenomenon in the multitask scenario of
MUV, we specifically demonstrate the neural scaling behavior of the SMILES modalities in single-property ROC-AUC, as
shown in Figure 6. Despite some ascending behavior, the bulk of properties exhibit varying degrees of performance drop in
the last few proportions, which accounts for the overall performance drop in the multi-task setting.

C.2. Results of different-layers Transformer with SMILES modality.

Figure 7 presents the scaling behavior of transformers with different numbers of layers in terms of their performance. It
can be observed that RoBERTa achieves the overall best performance, followed by a 1-layer Transformer, and the worst
performance is exhibited by a 3-layer one. In contrast to fingerprint, the SMILES modality could experience a performance
drop on some datasets (HIV and MUV) in the high-data regime. Additionally, the varying numbers of Transformer layers do
not affect our conclusions in Section 3.2 regarding modality comparison, as even the superior RoBERTa model overall does
not surpass the performance of graph and fingerprint modalities.

15



Submission and Formatting Instructions for ICML 2023

1%10% 30% 60% 100%
Select Ratio

0.60

0.65

0.70

0.75

RO
C-

AU
C

(a) HIV

1%10% 30% 60% 100%
Select Ratio

0.50

0.55

0.60

0.65

RO
C-

AU
C

(b) MUV

1%10% 30% 60% 100%
Select Ratio

0.05

0.10

0.15

0.20

AP

(c) PCBA

10 2 10 1 100

Select Ratio

6 × 10 1

7 × 10 1

RO
C-

AU
C 

(lo
g)

(d) HIV (log-log)

10 2 10 1 100

Select Ratio

5 × 10 1

6 × 10 1

RO
C-

AU
C 

(lo
g)

(e) MUV (log-log)

10 2 10 1 100

Select Ratio

10 1

AP

(f) PCBA (log-log)

1-layer Transformer 3-layer Transformer RoBERTa

Figure 7. The neural scaling law of different-layer model (Transformer) performance with SMILES modality.

C.3. Data pruning strategies and additional results

Problem Statement. Consider a learning scenario where we have a large training set denoted as T = (xi, yi)
|T |
i=1,

consisting of input-output pairs (xi, yi), where xi ∈ X represents the input and yi ∈ Y denotes the ground-truth label
corresponding to xi. Here, X and Y refer to the input and output spaces, respectively. The objective of data pruning is to
identify a subset S ⊂ T , satisfying the constraint |S| < |T |, that captures the most informative instances. This subset, when
used to train a model denoted as θS , should yield a similar or better generalization performance to that of the model θT ,
which is trained on the entire training set T .

Data pruning strategies. In our data pruning experiments, we implement a total of seven data pruning (or coreset
selection) strategies: Herding(Chen et al., 2012), Entropy(Lewis & Gale, 1994), Least Confidence(Lewis & Gale, 1994),
Forgetting(Toneva et al., 2018), GraNd(Paul et al., 2021), K-means(Sorscher et al., 2022) and we additionally include
random pruning as a baseline method. These seven strategies are widely used in the field of CV(Guo et al., 2022) and
have potential in mitigating the issue of data redundancy in large-scale datasets, thereby saving computational and storage
resources. Here we provide a brief overview to each of them.

• Herding(Chen et al., 2012) operates by selecting data points in the feature space based on the distance between the
coreset center and the original center. It follows an incremental and greedy approach, adding one sample at a time to
the coreset in order to minimize the distance between the centers.

• Entropy and Least Confidence(Lewis & Gale, 1994) iteratively select samples with lower entropy and least confidence,
respectively. These methods identify informative samples by considering that lower uncertainty can provide more
information gain, thereby benefiting model training and reducing data redundancy.

• Forgetting(Toneva et al., 2018) calculates the frequency of forgetting that occurs during the training process, which
refers to the number of times the samples correctly classified in the previous epoch are misclassified in the current
epoch. Those unforgettable samples, exhibiting robust performance across epochs, have minimal impact on model
performance when removed.

• GraNd(Paul et al., 2021) measures the average impact of each sample on the reduction of training loss during the initial
epochs. Training samples are more important if they contribute more to the error or loss when training neural networks.
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• k-means (Sorscher et al., 2022) employs the application of k-means clustering in the latent space to define the difficulty
of each data point based on its Euclidean distance to its nearest cluster centroid. Simple samples (with low difficulty)
are considered for removal to reduce data redundancy. It is noteworthy that this method, unlike the aforementioned
approaches, does not require any label information or training and can be directly applied to the dataset.

Table 3. Performance of data pruning strategies on MUV dataset in terms of ROC-AUC (%, ↑). We highlight the performing results which
is higher / lower than random pruning under significance testing (the p-value is lower than 5%).

Uniform 1% 5% 10% 20% 30% 40% 60% 80%

Random 47.4±3.5 58.3±3.4 59.6±4.7 68.9±2.1 71.2±3.4 70.2±3.0 72.9±1.7 77.4±2.8

Herding 48.4±4.7 51.9±4.8 53.1±10.3 61.5±4.9 68.5±7.3 65.1±5.6 71.7±6.4 78.7±5.0

Entropy 48.9±5.5 58.5±5.1 62.8±4.0 63.8±4.2 68.7±3.4 71.0±3.7 75.0±2.5 79.0±3.8

Least Confidence 52.0±7.9 57.4±5.7 61.1±3.3 66.3±2.1 67.6±4.8 70.0±3.6 75.1±2.5 78.5±2.2

Forgetting 47.1±2.1 58.6±2.1 60.9±5.2 63.3±1.8 67.1±3.0 70.5±2.8 74.5±2.6 76.9±3.8

GraNd 47.3±3.4 52.2±7.1 64.7±5.1 65.9±3.1 64.4±5.9 71.4±4.4 72.5±2.5 76.2±3.2

k-means 49.9±4.7 60.5±7.8 65.5±3.7 68.0±4.2 65.5±3.7 67.1±2.8 72.1±1.4 76.9±4.0

Imbalanced 1% 5% 10% 20% 30% 40% 60% 80%

Random 47.7±3.5 58.3±3.4 60.4±4.7 64.1±2.1 66.8±3.4 67.4±3.0 72.4±1.7 66.3±2.8

Herding 50.2±4.7 55.8±4.8 59.3±10.3 58.8±4.9 64.5±7.3 65.6±5.6 65.8±6.4 69.6±5.0

Entropy 47.7±5.5 57.5±5.1 61.0±4.0 68.0±4.2 64.4±3.4 67.2±3.7 68.1±2.5 69.5±3.8

Least Confidence 50.4±7.9 52.9±5.7 60.5±3.3 64.2±2.1 65.5±4.8 68.3±3.6 69.4±2.5 66.4±2.2

Forgetting 49.3±2.1 51.4±2.1 58.7±5.2 64.0±1.8 65.7±3.0 66.5±2.8 67.7±2.6 68.8±3.8

GraNd 52.0±3.4 55.3±7.1 63.8±5.1 63.4±3.1 67.0±5.9 68.6±4.4 70.3±2.5 69.0±3.2

k-means 52.7±4.7 56.0±7.8 58.5±3.7 61.0±4.2 63.4±3.7 63.4±2.8 67.1±1.4 70.0±4.0

Table 4. Performance of data pruning strategies on PCBA dataset in terms of Average Precision (%, ↑). We highlight the performing
results which is higher / lower than random pruning under significance testing (the p-value is lower than 5%).

Uniform 1% 5% 10% 20% 30% 40% 60% 80%

Random 5.2±0.1 9.6±0.2 13.2±0.2 17.7±0.5 20.0±0.6 22.2±0.6 24.9±0.5 26.8±0.4

Herding 3.7±1.5 9.7±0.6 10.2±3.6 15.8±3.7 20.7±0.7 22.6±0.6 25.4±0.8 24.5±3.4

Entropy 5.4±0.2 10.0±0.4 13.7±0.6 17.6±0.1 20.2±0.6 22.1±0.4 25.0±0.3 26.6±0.4

Least Confidence 5.3±0.1 9.7±0.3 13.7±0.5 17.6±0.4 20.3±0.3 22.0±0.5 25.0±0.3 26.5±0.2

Forgetting 5.5±0.2 9.8±0.4 13.5±0.4 17.5±0.3 20.4±0.3 22.1±0.2 24.7±0.6 26.5±0.2

GraNd 5.5±0.3 9.7±0.3 13.3±0.4 17.5±0.4 20.3±0.5 22.1±0.5 24.9±0.3 26.8±0.3

k-means 4.1±0.2 8.1±0.3 11.6±0.3 16.5±0.2 20.4±0.4 22.6±0.3 24.9±0.4 26.3±0.1

Imbalanced 1% 5% 10% 20% 30% 40% 60% 80%

Random 6.1±0.2 9.9±0.2 12.4±0.5 14.9±0.3 16.5±0.2 17.7±0.2 19.2±0.1 20.4±0.2

Herding 4.7±0.6 8.5±0.5 11.5±0.3 13.4±1.6 14.7±2.8 16.5±2.1 16.8±3.6 17.9±3.1

Entropy 6.0±0.3 9.9±0.4 12.3±0.4 15.1±0.5 16.8±0.5 17.8±0.2 19.3±0.4 20.5±0.3

Least Confidence 6.0±0.3 9.9±0.2 12.3±0.4 15.3±0.3 17.0±0.5 17.9±0.3 19.4±0.3 20.5±0.1

Forgetting 5.7±0.3 9.9±0.2 12.2±0.3 14.7±0.2 15.8±0.3 17.8±0.2 19.3±0.5 20.3±0.3

GraNd 5.9±0.4 9.7±0.3 12.2±0.5 15.0±0.6 16.8±0.3 17.8±0.4 19.4±0.2 20.7±0.5

k-means 4.6±0.3 8.1±0.3 10.7±0.3 13.9±0.2 16.4±0.4 17.2±0.3 19.6±0.5 20.4±0.1
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D. Related Work
The following section provides a more broad literature review across the spectrum of molecular representation learning and
neural scaling law.

D.1. Molecular representation learning

The past decade has seen remarkable success in the application of deep learning in a variety of biochemical tasks, spanning
from virtual screening (Kimber et al., 2021) to molecular property prediction (Gilmer et al., 2017). Within this context,
molecular representation learning (MRL) serves as a pivotal link between the molecular modalities and the target tasks,
efficiently capturing and encoding rich chemical semantic information into vector representations.

One of the mainstream research approaches in MRL is based on 2D topology graphs. The advancements in Graph Neural
Networks (GNNs) have enabled the application of more powerful GNN models in the field of molecular chemistry(Xu et al.,
2018; Corso et al., 2020; Bodnar et al., 2021; Li et al., 2020; Beaini et al., 2021; Bouritsas et al., 2022), which has proven
effective in enhancing the discriminability between representations and capturing underlying chemical semantics. The study
of the expressive power of GNNs using the Weisfeiler-Lehman graph isomorphism test has been widely applied in MRL.
GIN (Xu et al., 2018), as one of the most representative works, develops a simple and effective architecture based on a
multi-perceptron layer (MLP) that has been proven to be as powerful as the WL test. Some works propose improvements in
the expressive power of GNNs to address issues related to long-range interactions(Bodnar et al., 2021; Beaini et al., 2021),
higher-order structures (Li et al., 2020; Corso et al., 2020) and substructure recognition(Bouritsas et al., 2022) from different
perspectives. Unlike traditional message passing mechanisms, Graphormer (Ying et al., 2021) have explored the direct
application of Transformers (Vaswani et al., 2017) to graph representation with tailor-made positional encoding. A few
research (Yang et al., 2021; Li et al., 2022) focus more on the ad-hoc model design for biochemical tasks, incorporating
constraints based on molecular physics and chemical properties.

The second group of MRL is based on 3D geometry. Given the Cartesian coordinates of molecular conformations, the
main objective of these methods is to learn a molecular representation that adheres to fundamental quantum-mechanical
principles by incorporating equilibrium constraints for atomistic systems. SchNet (Schütt et al., 2017) introduces continuous-
filter convolutional layers for modeling quantum interactions within molecules, while Message Passing Neural Networks
(MPNNs) (Gilmer et al., 2017; Liu et al., 2021b) are designed based on the message passing mechanism, where appropriate
message and update functions are employed to provide a useful inductive bias and capture different types of 3D information,
including distance, angle, and torsion. Subsequent advancements (Gasteiger et al., 2020b; Satorras et al., 2021; Schütt et al.,
2021; Gasteiger et al., 2021; Du et al., 2022; Gasteiger et al., 2020a; Du et al., 2023) have focused on further improvements
in addressing translation, rotation, and reflection equivariance (E(n)), as well as permutation equivariance, to enhance the
molecular property prediction and enable accurate molecular dynamics simulations.

In the advancements of supervised MRL, there has been limited progress in the model designs specifically tailored to the
SMILES string and fingerprint modalities. It is worth noting that the early benchmark models proposed in MoleculeNet
(Wu et al., 2018) have maintained their competitiveness over time. With the rise of pre-training research paradigms, there
has been promising progress in recent years towards pre-training approaches based on these two modalities (Wang et al.,
2019; Ross et al., 2022; Chithrananda et al., 2020; Zhu et al.) as well as the former two. By employing contrastive (Wang
et al., 2022; Liu et al., 2021a; Fang et al., 2022; Li et al., 2022) and generative (Hou et al., 2022; Liu et al., 2021a; Zhu et al.,
2022) self-supervised strategies, molecular pre-training approaches guide the model training and subsequently facilitate
positive transfer to downstream tasks. However, as mentioned in Section 3.3, existing molecular pre-training still suffer
from issues such as parameter ossification (Hernandez et al., 2021), necessitating further exploration for more data-efficient
and training-efficient models.

D.2. Neural scaling law

The study of neural scaling law can be traced back to early theoretical analyses of bounding generalization error (Haussler,
1988; Ehrenfeucht et al., 1989; Blumer et al., 1989; Haussler et al., 1994). These works, based on assumptions about model
capacity and data volume, reveal power-law relationships between the bounds of model generalization error and the amount
of data. However, the conclusions drawn from these theoretical studies often yield loose or even vacuous bounds, leading to
a disconnection between the theoretical findings and the empirical results of generalization error.

Early follow-on research have investigated empirical generalization error scaling, which represents an initial attempt at
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exploring the neural scaling law. Bango and Bill (Banko & Brill, 2001) conduct experiments on a language modeling
problem called confusion set disambiguation, using subsets of a large-scale text corpus containing billions of words. Their
findings suggest a power-law relationship between the average disambiguation validation error and the size of the training
data. Similarly, Sun et al. (Sun et al., 2017) demonstrate that the accuracy of image classification models improves with
larger data sizes and conclude that the accuracy increases logarithmically based on the volume of the training data size.

Hestness et al. (Hestness et al., 2017) empirically validate that model accuracy improves as a power-law as growing
training sets in various domains, which exhibit consistent learning behavior across model architectures, optimizers and loss
functions. However, there exists generalization error plateau in small data region and irreducible error region. With a broader
coverage, Michael et al. (Kaplan et al., 2020) present findings that consistently show the scaling behavior of language model
log-likelihood loss in relation to non-embedding parameter count, dataset size, and optimized training computation. They
leverage these relationships to derive insights into compute scaling, the extent of overfitting, early stopping step, and data
requirements in the training of large language models.

In recent years, several investigations of neural scaling laws specific to particular tasks have been conducted (Cherti et al.,
2022; Neumann & Gros, 2022; Caballero et al., 2022; Sorscher et al., 2022). Unlike previous research, while power-law
relationships hold within specific ranges of data size or model parameter count, certain tasks exhibit unique and uncommon
learning behaviors. For instance, only marginal performance gains are expected beyond a few thousand examples in image
reconstruction (Klug & Heckel, 2022).
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